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Terminology & vision

transparency, interpretability,

explainability, intelligibility agency, responsibility

responsible AI
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Interpretability for different stakeholders

What are we explaining?
To Whom are we explaining?
Why are we explaining?
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This week’s reading



Instant CheckMate
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Instant Checkmate

February 2013

[Sweeney, Comm ACM 2013]

https://www.technologyreview.com/s/510646/racism-is-
poisoning-online-ad-delivery-says-harvard-professor/
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Latanya Sweeney’s experiment

February 2013
Findings

Ads suggestive of criminal record, linking to
Instant Checkmate, appear on google.com and
reuters.com in response to searches “Latanya
Sweeney”, “Latanya Farrell”, and “Latanya
Locket”*

No Instant Checkmate ads when searching for
“Kristen Haring”, “Kristen Sparrow”*, and “Kristen
Lindquist”*

* Name associated with an actual arrest record

[Sweeney, Comm ACM 2013]

http://google.com
http://reuters.com
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Possible explanations

February 2013

https://www.technologyreview.com/s/510646/racism-is-
poisoning-online-ad-delivery-says-harvard-professor/

Conjectures

Does Instant Checkmate serve ads specifically for Black-identifying
names?

Is Google AdSense explicitly biased in this way?

Does Google AdSense learn racial bias from click-through rates?

Response

Google:“AdWords does not conduct any racial
profiling. …It is up to individual advertisers to decide
which keywords they want to choose to trigger their
ads.”

“Instant Checkmate would like to state unequivocally
that it has never engaged in racial profiling in Google
AdWords. We have absolutely no technology in place to
even connect a name with a race and have never made any
attempt to do so.”

[Sweeney, Comm ACM 2013]



Ad Fisher
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https://www.theguardian.com/technology/2015/jul/08/women-less-likely-ads-high-paid-jobs-google-study

The AdFisher tool simulated job seekers that did
not differ in browsing behavior, preferences or
demographic characteristics, except in gender.

One experiment showed that Google displayed
ads for a career coaching service for “$200k+”
executive jobs 1,852 times to the male group
and only 318 times to the female group.
Another experiment, in July 2014, showed a
similar trend but was not statistically significant.

July 2015

Online job ads targeting

http://fusion.kinja.com/google-showed-women-ads-for-lower-paying-jobs-1793848970
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Ad targeting online

Users browse the web,
consume content, consume ads

(i.e. view, click, purchase) Publishers (or content providers) host
online content that often includes ads. They
outsource ad placement to third-party ad

networks (e.g. Google Ads)

Advertisers seek to place their ads
on publisher’s website (usually by

bidding in ad auctions)
Ad networks track users across

sites, collecting data. They connect
advertisers and publishers.
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Google ad settings (ca. 2015)

Google ad settings aims to provide transparency / give control
to users over the ads that they see

http://www.google.com/settings/ads

Ad Fisher’s question: Do users truly have control over the ads
they see? Or is this a placebo button?
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AdFisher: Overview

Experiment

Question: How do user behaviors, ads, and
settings interact?

Approach: Automated randomized controlled
experiments for studying online tracking

Desideratum: Individual data use
transparency: Ad network must disclose
which user information is used when
determining which ads to serve

[Datta, Tschantz, Datta, PETS 2015]
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AdFisher: Methodology

[Datta, Tschantz, Datta, PETS 2015]

Browser-based experiments with simulated users:

input: (1) visits to content providing websites
(2) interactions with Google Ad Settings

output: (1) ads shown to users by Google
(2) change in Google Ad Settings

Use Fisher randomized hypothesis testing:

null hypothesis: inputs do not affect outputs

control and experimental treatments

AdFisher can help select a test statistic



Title TextTitle Text

@stoyanoj

AdFisher: transparency tests

• Transparency: User can view data about them used for ad selection

• Causal test: Find attribute that changes ads but not settings

• Experiment 1: Substance abuse

• Simulate interest in substance abuse in the experimental group but not in
the control group, check for differences in Ad Settings, collect ads from
Times of India

• Result: No difference in Ad Settings between the groups, yet significant
differences in ads served: rehab vs. stocks & driving jobs

violation

[Datta, Tschantz, Datta, PETS 2015]
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AdFisher: discrimination tests

• Non-Discrimination: Users differing only in protected attributes are treated
similarly

• Causal test: Does a protected attribute change ads?

• Experiment 2: Gender and jobs

• Specify gender (male/female) in Ad Settings, simulate interest in jobs by
visiting employment sites, collect ads from Times of India or The
Guardian

• Result: In one experiment, males were shown ads for higher-paying jobs
far more often than females

violation

[Datta, Tschantz, Datta, PETS 2015]
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AdFisher: discrimination tests

[Datta, Tschantz, Datta, PETS 2015]



Title TextTitle Text

@stoyanoj

AdFisher: ad choice tests

• Ad choice: Removing an interest decreases the number of ads related to
that interest

• Causal test: Does removing an interest cause a decrease in related ads?

• Experiment 3: Online dating

• Simulate interest in online dating in both groups, remove “Dating &
Personals” from the interests on Ad Settings for experimental group,
collect ads

• Result: members of experimental group do not get ads related to dating,
while members of the control group do

compliance

[Datta, Tschantz, Datta, PETS 2015]
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Follow-up: How is targeting done?

• On gender directly

• On a proxy of gender (i.e., on a
known correlate of gender because
it is a correlate)

• On a known correlate of gender, but
not because it is a correlate

• On an unknown correlate of gender

“This finding demonstrates that an advertiser with discriminatory
intentions can use the AdWords platform to serve employment
related ads disparately on gender.”

[Datta, Datta, Makagon, Mulligan & Tschantz, 2018]
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AdFisher: Who is responsible?

[Datta, Datta, Makagon, Mulligan & Tschantz, 2018]

Conjectures

Is Google explicitly programming the system to
show the ad less often to women?

Is the advertiser targeting the ad through explicit
use of demographic categories or selection of
proxies, and Google respecting these targeting
criteria?

Are other advertisers outbidding our advertiser
when targeting to women?

Are male and female users behaving differently in
response to ads?

Finding
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Conclusions from AdFisher

[A. Datta, A. Datta, J. Makagon, D. Mulligan, M. Tschantz, 2018]

• Each actor in the advertising ecosystem may have contributed inputs that produced
the effect

• It is impossible to know, without additional information, what the different
actors - other than the consumers of the ads - did or did not do

• In particular, impossible to asses intent, which may be necessary to asses the
extent of legal liability. Or it may not!

• Title VII of the 1964 Civil Rights Act makes it unlawful to discriminate based on
sex in several stages of employment. It includes an advertising prohibition
(think sex-specific help wanted columns in a newspaper), which does not turn on
intent

• Title VII does not directly apply here because it is limited in scope to
employers, labor organizations, employment agencies, joint labor-management
committees

• Fair Housing Act (FHA) is perhaps a better guide than Title VII, limiting both
content and activities that target advertisement based on protected attributes



discrimination throughoptimization
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Discrimination through optimization

[Ali, Sapiezynski, Bogen, Korolova, Mislove & Rieke, 2019]

• Follow-up work on AdFisher (Google ads, gender-based discrimination for
the purposes of employment) ascertained that it was possible to target on
gender for job ads

• Platforms have since taken steps to address such blatant violations

“… Facebook currently has several policies in place to avoid discrimination for certain types of
ads. Facebook also recently built tools to automatically detect ads offering housing,
employment, and credit, and pledged to prevent the use of certain targeting categories with
those ads. Additionally, Facebook relies on advertisers to self-certify that they are not in
violation of Facebook’s advertising policy prohibitions against discriminatory practices. More
recently, in order to settle multiple lawsuits stemming from these reports, Facebook stated
that they will soon no longer allow age, gender, or ZIP code-based targeting for housing,
employment or credit ads, and that they would also block other detailed targeting attributes
that are “describing or appearing to relate to protected classes”.

• Yet, the question remains: Does the ad delivery platform itself
embed discriminatory outcomes?
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Discrimination through optimization

[Ali, Sapiezynski, Bogen, Korolova, Mislove & Rieke, 2019]

Key question: does the
platform itself introduce
demographic skew in ad
delivery?

Conjectures

Users see relevant ads, maximizing the likelihood of
engagement. Based on historical engagement data,
delivery may be skewed in ways that an advertiser may
not have intended.

Market effects and financial optimization can lead to
skewed ad delivery. In a nutshell: some populations are
more “valuable” and so advertising to them costs more. If
an advertiser bids less, they won’t get to the more
“valuable” population.
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Discrimination through optimization

[Ali, Sapiezynski, Bogen, Korolova, Mislove & Rieke, 2019]

Part 1: ad creation

• ad contents

• audience selection

• bidding strategy

Part 2: ad delivery
For every opportunity to show a user
an ad (e.g., an ad slot is available as
the user is browsing the service), the
ad platform will run an ad auction to
determine, from among all of the ads
that include the current user in the
audience, which ad should be shown.
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Discrimination through optimization

[Ali, Sapiezynski, Bogen, Korolova, Mislove & Rieke, 2019]

Part 1: ad creation

• ad contents

• audience selection

• bidding strategy

Part 2: ad delivery
For every opportunity to show a user
an ad (e.g., an ad slot is available as
the user is browsing the service), the
ad platform will run an ad auction to
determine, from among all of the ads
that include the current user in the
audience, which ad should be shown.

When Facebook has ad slots available, it runs an ad
auction among the active advertisements bidding for
that user. However, the auction does not just use
the bids placed by the advertisers; Facebook
says:

“The ad that wins an auction and gets shown is the
one with the highest total value. Total value isn’t
how much an advertiser is willing to pay us to show
their ad. It’s combination of 3 major factors: (1) Bid,
(2) Estimated action rates, and (3) Ad quality and
relevance.”

“During ad set creation, you chose a target
audience ... and an optimization event ...We show
your ad to people in that target audience who
are likely to get you that optimization event.”
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Discrimination through optimization

[Ali, Sapiezynski, Bogen, Korolova, Mislove & Rieke, 2019]

“In both cases, we observe that
changes in ad delivery due to
differences in budget are indeed
happening: the higher the daily budget,
the smaller the fraction of men in the
audience.”

“The stronger effect we see when
targeting all U.S. users may be due to
the additional freedom that the ad
delivery system has when choosing who
to deliver to, as this is a significantly
larger audience.”
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Discrimination through optimization

[Ali, Sapiezynski, Bogen, Korolova, Mislove & Rieke, 2019]

Same bidding strategy for
bodybuilding and cosmetics,
without explicitly mentioning
gender

Strong gender skew in
delivery: bodybuilding delivered
to over 75% men on average,
cosmetics delivered to over 90%
women on average
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Discrimination through optimization

[Ali, Sapiezynski, Bogen, Korolova, Mislove & Rieke, 2019]

Which component of the
ad creative impacts
delivery most?

“It seems that the image,
both alone and in
conjunction with the title,
was the most influential
factor towards skewing
Facebook’s ad delivery.”
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Discrimination through optimization

[Ali, Sapiezynski, Bogen, Korolova, Mislove & Rieke, 2019]

We can observe that ad delivery is, in fact, skewed, with the ads with
stereotypically masculine images delivering to over 43% men and the ads
with feminine images delivering to 39% men in the experiment targeting
custom audiences as well as 58% and 44% respectively in the experiment
targeting all U.S. users. Interestingly, we also observe that the masculine

invisible ads appear to be indistinguishable in the gender breakdown of
their delivery from the masculine visible ads, and the feminine invisible ads
appear to be indistinguishable in their delivery from the feminine visible ads.

This strongly suggests that Facebook uses an automated image classification
mechanism to steer different ads towards different subsets of the user population

Transparent images are still targeted
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Discrimination through optimization

[Ali, Sapiezynski, Bogen, Korolova, Mislove & Rieke, 2019]

“We hold targeting parameters fixed, run ads that are stereotypically of
interest to different races. We find that Facebook ad delivery follows
the stereotypical distribution, despite all ads being targeted in the
same manner and using the same bidding strategy.”
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Discrimination through optimization

[Ali, Sapiezynski, Bogen, Korolova, Mislove & Rieke, 2019]

Key question: does the
platform itself introduce
demographic skew in ad
delivery?

Findings

Skew was observed along racial lines, in ads for
housing opportunities
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Discrimination through optimization

[Ali, Sapiezynski, Bogen, Korolova, Mislove & Rieke, 2019]

Findings

Skew can arise due to financial optimization effects
and the ad delivery platform’s predictions about the
relevance of its ads to different user categories

Ad content - text and images - and advertiser budget
both may contribute to the skew.

Key question: does the
platform itself introduce
demographic skew in ad
delivery?



legal ramifications
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Facebook ads and HEC

When is “skew” in
fact discrimination?

March 19, 2019



Title TextTitle Text

@stoyanoj

Facebook ads and HEC

March 19, 2019



Title TextTitle Text

@stoyanoj

Facebook ads and HEC

March 19, 2019
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Legal implications, not just for Google

This is the first federal discrimination lawsuit to deal with racial bias in targeted advertising, a milestone that
lawyers at HUD said was overdue. “Even as we confront new technologies, the fair housing laws enacted over half
a century ago remain clear—discrimination in housing-related advertising is against the law,” said HUD General
Counsel Paul Compton. “Just because a process to deliver advertising is opaque and complex doesn’t mean
that it’s exempts Facebook and others from our scrutiny and the law of the land.”

Fair Housing Act, also called Title VIII of the
Civil Rights Act of 1968, U.S. federal legislation
that protects individuals and families
from discrimination in the sale, rental, financing,
or advertising of housing. The Fair Housing Act,
as amended in 1988, prohibits discrimination on
the basis of race, color, religion, sex,
disability, family status, and national origin.

March 2019

https://www.merriam-webster.com/dictionary/discrimination
https://www.merriam-webster.com/dictionary/amended
https://www.britannica.com/topic/religion
https://www.britannica.com/topic/race-human
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And in recent news

https://www.justice.gov/opa/pr/justice-department-and-meta-platforms-inc-reach-key-
agreement-they-implement-groundbreaking

The Justice Department announced today that it has reached a key milestone in its settlement agreement
with Meta Platforms Inc. (Meta), formerly known as Facebook Inc., requiring Meta to change its
advertisement delivery system to prevent discriminatory advertising in violation of the Fair Housing
Act (FHA). As required by the settlement entered on June 27, 2022, resolving a lawsuit filed in the U.S.
District Court for the Southern District of New York, Meta has now built a new system to address algorithmic
discrimination. Today, the parties informed the court that they have reached agreement on the system’s
compliance targets. This development ensures that Meta will be subject to court oversight and regular
review of its compliance with the settlement through June 27, 2026.

“This development marks a pivotal step in the Justice Department’s efforts to hold Meta accountable for
unlawful algorithmic bias and discriminatory ad delivery on its platforms,” said Assistant Attorney General
Kristen Clarke of the Justice Department’s Civil Rights Division. “The Justice Department will continue to hold
Meta accountable by ensuring the Variance Reduction System addresses and eliminates discriminatory
delivery of advertisements on its platforms. Federal monitoring of Meta should send a strong signal to
other tech companies that they too will be held accountable for failing to address algorithmic
discrimination that runs afoul of our civil rights laws.”

January 9, 2023

https://www.theverge.com/2019/3/28/18285178/facebook-hud-lawsuit-fair-housing-discrimination
https://www.theverge.com/2019/3/28/18285178/facebook-hud-lawsuit-fair-housing-discrimination
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The socio-legal landscape

• The First Amendment of the U.S. Constitution protects
advertising, but the U.S. Supreme Court set out a test for
assessing restrictions on commercial speech, which
begins by determining whether the speech is
misleading

• Are online ads suggesting the existence of an arrest
record misleading if no one by that name has an arrest
record?

• Assume the ads are free speech: what happens when
these ads appear more often for one racial group than
another? Not everyone is being equally affected. Is that
free speech or racial discrimination?

Related concern: Are
ads commercial free
speech?

[Sweeney, Comm ACM 2013]
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Tracking and consent
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Responsible Data Science
Algorithmic Fairness
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Facebook ads and the Fair Housing Act

https://www.theverge.com/2019/3/28/18285178/facebook-hud-lawsuit-fair-housing-discrimination

Fair Housing Act, also called Title VIII of the
Civil Rights Act of 1968, U.S. federal legislation
that protects individuals and families
from discrimination in the sale, rental, financing,
or advertising of housing. The Fair Housing Act,
as amended in 1988, prohibits discrimination on
the basis of race, color, religion, sex,
disability, family status, and national origin.

March 2019

https://www.theverge.com/2019/3/28/18285178/facebook-hud-lawsuit-fair-housing-discrimination
https://www.merriam-webster.com/dictionary/discrimination
https://www.merriam-webster.com/dictionary/amended
https://www.britannica.com/topic/religion
https://www.britannica.com/topic/race-human
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The Fair Housing Act

https://www.theverge.com/2019/3/28/18285178/facebook-hud-lawsuit-fair-housing-discrimination

March 2019

https://www.theverge.com/2019/3/28/18285178/facebook-hud-lawsuit-fair-housing-discrimination

